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Abstract—Formal verification is used to guarantee the correctness of a given circuit with respect to a certain specification. However arithmetic circuits, and most prominently gate-level multipliers, impose a challenge for existing verification techniques and in practice still require substantial manual effort. The focus of this thesis is to improve automated formal verification of multiplier circuits using computer algebra to make it practically applicable for non-trivial and optimized multiplier designs. In the thesis a rigorous formalization of the problem is given and several optimization techniques are developed which make automated verification an order of magnitude faster than related approaches. As a further contribution a dedicated reduction engine is developed which in addition allows to generate proof certificates, validating the result of the verification approach.

I. INTRODUCTION

Digital circuits are extensively used in computers and digital systems and it is crucial to guarantee that these circuits are correct. A subclass of digital circuits are combinational logic circuits where the output is a function of the present input only. Combinational logic is used in computer circuits to perform Boolean algebra. For example, the part of an arithmetic logic unit (ALU) in a CPU, which is responsible for mathematical calculations, is constructed using combinational logic. If a circuit implements an arithmetic operation it is called arithmetic circuit.

Formal verification is used to prove or disprove the correctness of a given software or hardware system with respect to a certain specification. To this end the system is translated into a mathematical model and automated decision processes are applied to derive the desired correctness properties. The different formal verification approaches are distinguished by the mathematical formalism used in the verification process.

Formal verification of arithmetic circuits is extremely important to help to prevent issues like the famous Pentium FDIV bug, which was detected in 1994 and is reported to have cost Intel almost half a billion dollar. This bug affected the floating point unit of the early Intel Pentium processors in such a way that the processor might return incorrect binary floating point results when dividing a number. Even more than 25 years after detecting this bug the problem of formally verifying arithmetic circuits, and especially multiplier circuits, is still considered to be hard. There have been many attempts since then to verify such circuits, but even today verifying designs with arithmetic parts cannot be applied fully automated. For instance, a common approach in the industry is to black-box multipliers and verify them separately, which often requires additional knowledge about the multiplier design.

Up to now several solving techniques have been developed for multiplier verification. A common approach models the problem as a satisfiability (SAT) problem. A large set of such encodings was submitted to the SAT 2016 competition [1]. However the results indicated that SAT solvers need exponential run-time when verifying simple multipliers.

The first technique which was shown to detect the Pentium bug is based on binary decision diagrams, precisely on binary moment diagrams [3]. Nevertheless, this method requires structural knowledge of the multipliers. Contrarily theorem provers in combination with SAT are able to certify industrial multipliers [7], however this approach is not fully automated.

The currently most effective technique for fully automated verification of multipliers uses computer algebra [5], [14], [15]. In this method each logic gate as well as the specification of the multiplier is represented by a polynomial. If the gate polynomials are ordered according to their reverse topological appearance in the circuit, they form a Gröbner basis. As a consequence, the question whether a circuit implements a correct multiplier can be answered by reducing the specification polynomial by the Gröbner basis. The multiplier is correct if and only if the reduction returns zero. The main issue of the algebraic approach is that without preprocessing the size of intermediate reduction results increases drastically.

Most recent algebraic techniques [4] are able to verify large simple multipliers but fail for optimized multiplier designs. In related work [12] various optimizations are presented, which make the algebraic technique scale large non-trivial multiplier designs, but it remains unclear whether their technique is able to verify optimized and synthesized multipliers.

The aim of this thesis is to investigate and improve formal verification of multiplier circuits using computer algebra to make it practically applicable for non-trivial and optimized multiplier designs. The first theoretical step is to show the correctness of the algebraic approach for circuit verification, which has not been done so far. In [15] we propose a simple and precise mathematical formalization of the algebraic approach for arithmetic circuit verification, including rigorous proofs of soundness and completeness. After this crucial goal has been achieved we focus on practical challenges of the problem. We investigate possible reasons of the monomial blow-up in the intermediate reduction results. Based on these results we develop reasoning techniques which overcome this issue, involving theoretical proofs, which guarantee that soundness and completeness is maintained.
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One of our technical contributions is a new incremental column-based verification approach for multipliers [15], [8]. In this approach the multiplier circuit is divided into several slices and the correctness of the circuit is shown by incrementally verifying the correctness of each slice. The main advantage of this approach is that only one small part of the global specification is used for reduction, which reduces the size of the intermediate results. Experiments in [15] show that this approach is an order of magnitude faster than previous non-incremental methods.

Additionally we develop optimization techniques based on variable elimination which rewrite and simplify the Gröbner basis in advance [17], [2]. In our rewriting techniques we extract subcircuits, more precisely full- and half-adder structures, from the circuit and eliminate the internal variables of these subcircuits from the Gröbner basis. For this optimization we introduce the necessary theory and present a technical theorem which allows to rewrite only local parts of the Gröbner basis in such a way that the result is again a Gröbner basis.

In our most recent works [9], [10] we generalize the approach of circuit verification to be applicable in more general polynomial rings which allow modular reasoning. Modular reasoning allows us to verify not only signed and unsigned integer multipliers, but also truncated multipliers. Furthermore performance is improved substantially. Additionally we formalize a more general version of variable elimination, which does not require to identify syntactic patterns in the circuits. As a further novelty we invoke SAT in the algebraic approach. In our technique complex final stage adders are detected and replaced by simple adders. These simplified multipliers are verified by computer algebra techniques and correctness of the replacement step by SAT solvers.

In our initial work [15], [17] we used existing computer algebra systems for applying the reduction algorithm. However these systems showed to be too general. We implemented a new dedicated reduction engine AMULET [9], which is tailored to the specific structure of the polynomials. Implementing our own tool gave a speed-up of three orders of magnitude compared to computer algebra systems.

A common approach to increase confidence in the verification results consists of generating proofs which are checked by independent proof checkers. For algebraic reasoning the main focus has been on proof complexity [13], [11], however, generating proofs for practical applications is not well studied.

In order to validate verification techniques based on computer algebra we show in [16] how the abstract polynomial calculus [6] can be instantiated to yield a practical algebraic calculus (PAC). Proofs in this format can be obtained as by-product of verifying multipliers with AMULET and can be checked with our proof checker tool PACTRIM [15]. Our experiments produce quadratic polynomial proofs which certify the correctness of certain multipliers. None of the related work [4], [12] produces certificates in their verification approaches.

Our experiments in [9] show that we are able to verify and certify various simple and complex multiplier architectures of bitwidth 64 within seconds and we are an order of magnitude faster than most recent related work [4], [12]. A short excerpt of these experiments is depicted in Table I. It can be seen that our approach scales up to verification and certification of multipliers of input bitwidth 2048.

### Table I

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Bitwidth</th>
<th>Verification</th>
<th>Certification</th>
<th>Check</th>
</tr>
</thead>
<tbody>
<tr>
<td>sp-ar-rc</td>
<td>64</td>
<td>NA</td>
<td>NA</td>
<td>2 s</td>
</tr>
<tr>
<td>sp-dt-if</td>
<td>64</td>
<td>NA</td>
<td>NA</td>
<td>3 s</td>
</tr>
<tr>
<td>sp-wt-cl</td>
<td>64</td>
<td>NA</td>
<td>NA</td>
<td>10 s</td>
</tr>
<tr>
<td>sp-bd-ks</td>
<td>64</td>
<td>NA</td>
<td>NA</td>
<td>4 s</td>
</tr>
<tr>
<td>sp-ar-ck</td>
<td>64</td>
<td>NA</td>
<td>NA</td>
<td>3 s</td>
</tr>
<tr>
<td>bp-ar-rc</td>
<td>64</td>
<td>NA</td>
<td>NA</td>
<td>2 s</td>
</tr>
<tr>
<td>bp-ct-bk</td>
<td>64</td>
<td>NA</td>
<td>NA</td>
<td>3 s</td>
</tr>
<tr>
<td>bp-os-rc</td>
<td>64</td>
<td>NA</td>
<td>NA</td>
<td>4 s</td>
</tr>
<tr>
<td>bp-wt-os</td>
<td>64</td>
<td>NA</td>
<td>NA</td>
<td>3 s</td>
</tr>
<tr>
<td>btor</td>
<td>2048</td>
<td>25.2 h</td>
<td>42.5 h</td>
<td>7.2 h</td>
</tr>
<tr>
<td>koynkv</td>
<td>2048</td>
<td>19.4 h</td>
<td>34.6 h</td>
<td>20.5 h</td>
</tr>
</tbody>
</table>

NA1: tool not yet available  
NA2: incompleteness
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